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4End-to-End Aspect-based Sentiment Analysis

E2E-ABSA: joint extraction of aspects and their sentiments from user reviews. 

Two subtasks:
• Aspect detection (AD): extract the aspect terms from user reviews. 
• Aspect sentiment (AS) classification: Given a review sentence and 

an aspect term, predict the sentiment towards the aspect.

The AMD Turing Processor
seems to always perform much
better than Intel.

AMD Turing Processor

Intel

Aspect Sentiment

Positive

Negative

Domain:
Laptop

User



5Unified Formulation (single domain)
Formulation: coupling two subtasks as a unified sequence labeling 
problem.
● Unified tag = aspect boundary tag {B, I, E, O, S} + sentiment tag

{POS, NEG, NEU}
● NER tag = entity boundary tag {B, I, E, O, S} + entity type tag {PER, 

ORG, LOC, …} (Similar)

Pros:
● End-to-end manner
● Alleviate accumulated errors across two highly-correlative sub-tasks.

Cons:
● Lack of sufficient labeled data in a wide range of domains.
● Manual labeling for sequence data is expensive and time-consuming. 

Li et al., 2019 A unified model for opinion target
extraction and target sentiment prediction AAAI



6Transferable E2E-ABSA

The [AMD Turing Processor]_POS seems to
always perform much better than [Intel]_NEG.

Source domain
(Train): Laptop

User

Aspect

Sentiment
User

Great salmon but the waitress is so rude.

Cross-domain:
● leverage knowledge from a

labeled source domain to
improve the sequence learning
(unified tag predic9on) in an
unlabeled target domain.

Target domain:
(Test) : Restaurant



7Unified Formulation (cross domain)

Output: a unified tag sequence 
Input: a sequence of words 

Source Target

Sequence Transfer Learning (unsupervised)



8Challenges 

What to transfer?
• There exists a large domain shift between domains since aspect terms in

different domains are usually disjoint.
e.g., “salmon” in the Restaurant domain and “mouse” in the Laptop domain.

How to transfer?
• Unlike domain adaptation in traditional sentiment classification that

learns shared sentence or document representations, we need to learn
fine-grained (word-level) representations to be domain-invariant for
sequence prediction.



9What to transfer?
Prior work: highly depends on
common syntactic relations between
aspect and opinion words
• manually-designed rules
• external linguistic resources

(dependency parsers)

I love the design of iPhone 7

I love tuna sandwich very
much.

Ding et al., 2017. Recurrent neural
networks with auxiliary labels for cross-
domain opinion target extraction. AAAI

Ours: automatically capture the latent relations among aspect and
opinion words as transferable knowledge.



10How to transfer?
straightforward solution: apply domain adaption methods to align
all words within the sentence. (no significant improvements).
Reason: Only a small number of words are informative words that
are not tagged with “O”.

Zhou et al., Roseq: Robust sequence labeling. TNNLS 2019

Ours: selectively align the informative words within the sentence.
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12Framework
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13Base Model

Low-level AD

High-level ADS

Primary loss:

Two stacked Bi-LSTMs:
• Aspect boundary information can be used as the guidance

AD:   Aspect Detection (aspect boundary tags)
ADS: Aspect Detection and Sentiment Classification (unified tags)
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What to transfer: Global-Local Memory 

Interaction (GLMI)

Local Memory: LSTM hidden states

Global Memory: commonly-used in memory networks

1) Residual transformation

2) Multi-dimensional Bilinear Transformation

GLMI:

GLMI:  basic operation for computing the correlations between two 
objects (local & global memory). 

models K kinds of latent relations



15
What to transfer: Dual Memory 

Interaction (DMI)

global
aspect 
memory

global
opinion 
memoryA-attention (aspect) & O-attention (opinion)

DMI: models the correlations between aspect and
opinions for aspect and opinion co-detection.

o & ao & o

a & a a & o

aspect

opinion

opinion detection is used as a
auxiliary task to link the different
aspect across domains.



16How to transfer: Selective Adversarial 
Learning (SAL)

Gradient Reversal Layer: (Ganin et al., 2016)

Domain discriminator

Selective adversarial loss:

A-attention dynamically 
controls the selectivity



17How to transfer: Selective Adversarial 
Learning (SAL)

• Why do we choose low-level neural layer features (e.g., SAL on
the low-level AD task) for transfer?

Existing studies (Yosinski et al., 2014; Mou et al., 2016) have already shown
some evidence that low-level neural layer features (i.e., low-level task) are
more easily transferred to different tasks or domains.



18Training Strategy
Joint training: (unstable, too many objectives)

Alternating training: (more stable, two-stage optimization)

iterative

The parameters for feature learning of each word, word
predictions for AD, ADS and opinion detection tasks, and domain
classification, respectively.

discriminative stage

domain-invariant stage
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20Experiment Setup
Datasets

L: Laptop domain (Pontiki et al., 2014) 
R: Restaurant domain (Pontiki et al., 2014,2015,2016) 
D: Device domain (Hu and Liu, 2004) 
S: Service domain (Toprak et al., 2010) 

L and R are from SemEval ABSA challenge 2014, 2015, 2016



21Experiment Setup
Setting
4 different domains, 10 transfer pairs (without two easy pairs L→D, D→L) 
For each pair e.g., source A-> target B:

Training:  Labeled training data from A,  unlabeled training data from B
Validation: testing data from A
Testing: testing data from B

Baselines
• TCRF: (Jakob and Gurevych, 2010): Transferable CRF
• RAP: (Li et al., 2012): cross-domain Relational Adaptive Bootstrapping
• Hier-Joint: (Ding et al., 2017): RNN with manually designed rule-based auxiliary

tasks based on common syntactic relations
• RNSCN: (Wang and Pan, 2018): a recursive neural structural correspondence

network

Extended versions:
• Hier-Joint+ & RNSCN+: original version with the proposed stacking

architecture



22Main Results



23Ablation Study 
Ablation Variants

• Base Model (SO / TO): two stacked Bi-LSTMs. SO (Source
Only) and TO (Target Only). We usually refer to them as a lower
bound and a upper bound, respectively.

• Base Model + DMI: two stacked Bi-LSTMs with a DMI between
them.

• AD-AL: pure adversarial learning (removing the selective weight
from the adversarial loss) for the low-level AD task .

• ADS-SAL: selective adversarial learning on each word
representations for the high-level ADS task.

• AD-SAL (Full model): selective adversarial learning for the low-
level AD task .

Note: The backbones of the AD-AL ADS-SAL and AD-SAL
are all based on the Base Model +DMI

What to transfer

How to transfer



24No DMI v.s. DMI

No DMI DMI



25No SAL v.s. SAL

SALNo SAL



26No Selectivity v.s. Selectivity

No Selectivity Selectivity



27Low-level v.s. High-level

High-level Low-level



28Case studies

No Adaptation Adversarial Selective Adversarial 



Outline
Experiments

Method

Background & Motivation
E2E-ABSA
Transferable E2E-ABSA

Future Works



30Future Works

• Potentially, extend the proposed SAL method to other domain
adaptation methods.

• Apply the SAL on more general sequence labeling tasks
including NER, POS, Chunking and so on.



Thank You!

Questions?

• Our code is open source and publicly available at the github:
https://github.com/hsqmlzno1/Transferable-E2E-ABSA

https://github.com/hsqmlzno1/Transferable-E2E-ABSA
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